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ABSTRACT 

System virtualization provides low-cost, 

adjustable and powerful creating 

environment for virtualized data centers, 

which plays an important role in the support 

of Cloud computing. However, the 

virtualization also carry some phalanges, 

particularly to the resource management and 

task scheduling. This paper nominate an 

adequate dynamic task scheduling game 

plan for virtualized data centers. 

Considering the availability and 

responsiveness performance, the general 

model of the task scheduling for virtual data 

centers is built and formulated as a two-

objective escalation. A balletic fuzzy 

prediction method is given to model the 

insecure workload and the vague availability 

of idealized server nodes, by using the type-I 

and type-II fuzzy logic systems. An on-line 

forceful task scheduling innovation named 

SALAF is proposed and evaluated. 

empirical results show that our algorithm 

can improve the total occasion of the 

utilized data center while subject to good 

responsiveness achievement. 

 

1.  INTRODUCTION 

The trend towards server-side computing 

and the exploding adoration of Internet 

services has made data centers become an 

integral part of the Internet stuff rapidly. 

Data centers grow to more and more popular 

in large enterprises, banks, let come, portal 

sites, etc. (Joseph et al., 2008; Arregoces 

and Portolani, 2003; Snevely, 2002). As data 

centers are inexorable growing more 
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complex andlarger, it brings many 

challenges to the deployment, resource 

management and service dependability, etc. 

(Snyder, 2007). verbalization is viewed as 

an adept way against these protest. Server 

virtualization opens up the possibility of 

achieving higher server unification and more 

agile forceful resource provisioning than is 

possible in historic platforms (Govindan et 

al., 2009). A data center built using server 

virtualization robotics with virtual machines 

(VMs) as the basic processing elements is 

called a virtualized (or virtual) data center 

(VDC) (Graupner et al., 2002; Xu et al., 

2007; Zhu et al., 2009). Due to the 

advantages in formation, directors, 

truthfulness and cost, VDCs become the 

next underpinning trend with the popularity 

of Cloud computing and Infrastructure as a 

Service (IaaS) . 

2.Background 

2.1. Task secuttling in virtualized data 

centers 

Task secuttling is to assign tasks to different 

executive units while satisfying some 

constraints. In VDCs, a VM with the 

corresponding VMM and HW works as the 

basic commander unit called virtual boss 

unit (VEU),which is the provider of services 

specified in the SLAs. Task scheduling 

capability can be either static or dynamic. 

Static scheduling game plan assume a fixed 

tasks set and a priors knowledge of the 

peculiarity of the workload with esteem to 

the systems  

2.2. Type-I and type-II fuzzy logic 

systems 

We turn to the fuzzy logic system (FLS) to 

deal with the challenges connate by the 

dynamicity of virtualization and the 

jejuneness of availability /requirements in 

the scheduling blueprint of VDCs. A FLS is 

peculiarly good at handling mistrust, 

vagueness and imprecision. FLSs are abroad 

used in many areas, and could also 

efficiently pact with the skepticism in task 

scheduling (Dubois et al., 2003). The 

concept of type-II fuzzy sets was made 

known by Zadeh (1975) as an addendum of 

the perception of an humdrum fuzzy set, i.e. 

the type-I fuzzy set. 

3. Model descriptions and 

formulations 

3.1. The fabric of task scheduling in 

virtualized data centers 

We use the Multi-classes Single Queue to 

Multiple Servers with Local Queues 

(MSQMS-LQ) model for the task 

scheduling in a VDC (see Fig. 1). There is a 

shared inactivity queue before flourishing 

the scheduler. Each virtual machine acts as 

the server with a local queue for burgeoning 

tasks. 

4.cut and load-balance fuzzy 

prediction 

4.1.fling fuzzy prediction 

This subsection presents the manufacture of 

the show Fuzzy Predictor (AFP) shown in 
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Fig. 1. Availability is defined as the ratio of 

the time span when a server node is 

functional all the while a given interval. 

(1) designate the input and output fuzzy 

variables 

A VEU is the demeanor of one HW, one 

VMM and one of the VMs that amble on the 

VMM. To get the occasion of the VEU, the 

inputs of the fuzzy logic system include the 

intrinsic oppotunity of HW, VMM and the 

corresponding VM.  

(2) build up the fuzzy inference rules 

Since the cut of one VEU is related to the 

reciprocal HW, VMM and VM, we 

construct the fuzzy inference answering 

each of which have three antecedents and 

one consequent: (1) Antecedent 1: 

Availability of the HWi; (2) Antecedent 2: 

Availability of the VMMi; (3) Antecedent 3: 

Availability of the VMik; (4) Consequent: 

Availability level of the virtual gassing unit 

VEUj, where 1rirm, 1rkrni and 1rjrN. 

According to the enrollment function (8)–

(10), each antecedent has three ethics. So 

there are total 27 aspect of rules. For 

example, if A(HWi)¼low and 

A(VMMi)¼low and A(VMik)¼low, then 

A(VEUj)¼very low. by reason of the 

bounded space for this paper, we omit the 

exhaustive rules table. 

5.The proposed scheduling 

algorithm: SALAF 

5.1.The dynamic task scheduling algorithm 

After erection the time and the load-balance 

fuzzy predictors, we use them in the generic 

scheduling framework of vocalized data 

center, as shown in Fig. 1. We offer an on-

line complling task scheduling algorithm 

called appoint Algorithm based on Load-

balance and connection Fuzzy prediction 

(SALAF). 

5.2. Algorithm interpret 

SALAF is an on-line dynamic task 

scheduling algorithm. We resolve its worst-

case time amplification to get the 

computational preservation for each arriving 

task in the VDC. 

 6. Simulations 

In this section, we appraise the SALAF 

using facsimile observation. It is assumed 

that the task influx conforms to Poisson 

process, and the task crucifixion times are 

evenly apportioned.  

(1) Min–min: For each submitted task, 

the VEU providing the archetypal 

completion time is tagged. Among all of the 

mapped tasks, the one that has the minimal 

earliest completion time is chosen and then 

allocated to the tagged VicationEU. 

(2) Sufferage: A VEU is assigned to a 

task that would ‘‘suffer’’ most in terms of 

completion time if that VEU is not allocated 

to the task. 

The VMs are the main ruling units in a 

VDC. There are usually considerable VMs 

running on each hardware server, called 

server consolidation. We study the clash of 
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the average number of VMs on each server 

(called amalgamation ratio) on the fling and 

performance of task scheduling 

arrangement. 

7. Conclusions 

In this paper, we have studied the task slate 

problem in virtual data centers, considering 

the consummation and availability 

requirements of SLAs. The general model of 

the task scheduling in VDC is built by 

MSQMS-LQ, and the problem is catalogued 

as an optimization problem with two 

nonpartisan: average echo time and 

availability gratification percentage. Then 

we give a exquisite fuzzy augury mode to 

model the erratic workload and the lax 

connection of virtualized server nodes, by 

using the type-I and type-II fuzzy logic 

systems. Based on the fuzzy prediction 

systems, an on-line charismatic task 

scheduling algorithm named SALAF is 

proposed. The worst-case time entanglement 

of SALAF is analyzed. The unproved results 

show that the proposed breakthrough could 

efficiently improve the total availability of 

VDCs while hypothesis good broad 

mindedness work. 
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